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Abstract

Parallelized approaches for optimization algorithms
have validation accuracy drawbacks introduced by
the increasing effective mini-batch size over multiple
processes. To overcome this issue [OTU+18] intro-
duces a parallelized K-FAC algorithm which is able
to achieve highly competitive validation accuracies
for ResNet-50 on ImageNet even with large mini-
batch sizes. In this paper we want to summarize
the main approach and give a little more insight.

1 Introduction

With recent advances in machine learning the size
of training data and the size of deep neural net-
work models is heavily increasing which raises de-
mand for better performing optimization algorithms.
Common approaches are either improving the com-
putational steps of the optimization algorithms or
introducing parallel computing to speed up conver-
gence. Using a fixed mini-batch size for each process
in parallel computing causes the mini-batch size of
the overall system to linearly scale with the num-
ber of processes. As the mini-batch size increases
past a threshold the validation accuracy decreases
[SLA+18]. Other works tried to overcome this by
varying the learning rate and batch size over epochs.
Now, [OTU+18] tries to tackle this large mini-batch
problem with taking a more mathematically rigorous
approach where they assume that large mini-batches
become more statistically stable which introduces
advantages for second-order optimization methods.

2 Notation

We use the same notation as described in [Zha19]
this alternates the notation from [OTU+18] a little

to give more insights. In our notation the train-
ing data T = {(x1,y1) , (x2,y2) , · · · , (xn,yn)} con-
sists of n feature-label pairs. Here, each xi ∈ Rdx is
the feature vector and yi ∈ Rdy is the label vector
with their respective sizes dx and dy. The deep learn-
ing model is described as a mapping F (·;θ) : X → Y
from the feature space X to the label space Y where
θ are the parameters of the model. This leaves us
with a model notation which when presented with
an input instance xi ∈ X yields a predicted output
denoted as ŷi = F (xi;θ). The difference of the
true label yi ∈ Y to this predicted label ŷi is then
described as the loss term ` (ŷi,yi) which can have
different definitions based on the specific problem
(e.g. Mean Squared Error, Hinge Loss, Cross En-
tropy Loss, etc.). By summing up over all data
points in the training data we get the total loss
term defined as:

L(θ; T ) =
∑

(xi,yi)∈T

` (ŷi,yi) (1)

During training we try to optimize the model param-
eters θ ∈ Rdθ , which are part of the variable domain
Θ, by minimizing the total loss on the training set.
This can be described as:

min
θ∈Θ
L(θ; T ) (2)

For this process of finding a global or local minimum
for convex and non-convex loss surfaces, a variety
of different optimization algorithms are available.
Most of these algorithms use the learning rate η to
determine the step sizes taken for the parameters
θ at each update step τ in the opposite direction
of the gradient of the loss function ∇θL(θ(τ−1); ·).
Here, θ(τ) are the parameters of the model at the
update step τ with τ ≥ 1.
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3 Related Work

Related Work in the realm of Deep Learning Opti-
mizers can broadly be classified in improvements on
First- and Second-Order Optimization Algorithms.
Here, we want to give a quick overview over these
areas.

3.1 First-Order Optimization Algorithms

There are various First-Order Optimization Algo-
rithms which are widely used in Deep Learning.
One of the most popular choices due to its sim-
plicity is still Stochastic Gradient Descent (SGD)
[RM51] with its update rule shown in Equation 3:

θ(τ) = θ(τ−1) − η · ∇θL
(
θ(τ−1); (xi,yi)

)
(3)

However, there have been recent advances yield-
ing new and improved First-Order Optimiz-
ers such as Adam [KB14], AdamW [LH17],
AMSGrad [RKK19], AdaBound [LXLS19], AMS-
Bound [LXLS19], RAdam [LJH+19], LookAhead
[ZLHB19], Ranger and many more which offer time-
convergence improvements based on Adaptive Gra-
dient methods and Momentum Terms. For a more
detailed description please see [Rud16, Zha19].

3.2 Second-Order Optimization Algorithms

The generalized Gauss-Newton-Method [Sch02] and
Natural Gradient Descent (NGD) [Ama98] set the
groundwork for improvements on Second-Order
Optimization Algorithms [KBH19, Mar14, DHH19,
BRB17, PB13]. Such work yielded the Kronecker-
factored Approximate Curvature (K-FAC) [MG15]
which effeciently approximates the empirical Fisher
information matrix (FIM) Fθ given by Equation 4
through block-diagonalization and Kronecker fac-
torization of these blocks (see Appendix A).

Fθ = E
p(x,y)

[
∇ log p(y|x;θ)∇ log p(y|x;θ)T

]
(4)

For a neural network with L Layers K-FAC approx-
imates Fθ as displayed in Equation 5 with F` being
the block matrix for the FIM of the ` th layer:

Fθ ≈ diag (F1,F2, . . . ,F`, . . .FL) (5)

Each block is then approximated using the
Kronecker-factorization:

F` ≈ G` ⊗A`−1 (6)

With the properties of the Kronecker-factorization
we can write the blocks as:

G(τ−1)
` =

(
G

(τ−1)
`

−1
⊗A

(τ−1)
`−1

−1)
(7)

Now using the NGD update rule we get the update

rule for the parameters θ
(τ)
` :

θ
(τ)
` = θ

(τ−1)
` − η · G(τ−1)

` · ∇L`
(
θ

(τ−1)
` ; ·

)
(8)

Besides the problem of inverting infeasible large
matrices such as the FIM or the Hessian, which K-
FAC tries to solve, a common drawback for Second-
order optimizers is the complexity to optimize them
for distributed computing. This is where [OTU+18]
tries to contribute a method which will improve the
state-of-the-art.

4 Parallelized K-FAC

The design which gets proposed in [OTU+18] is
visualised in figure 1. Each stage corresponds to
a needed step of computation, here representative
with 2 GPUs and a 3 layer neural network. In the
first two stages A`−1 and G` get computed by for-
ward and backward passing the input through the
network. For that, each process uses different mini-
batches to calculate the Kronecker factors. After
that, the values of these factors get summed up
to calculate the global factors and the results get
distributed to the different processes (ReduceScat-
terV) to keep model-parallelism. The purpose of
distributing the results to each process is so that
every GPU can compute the preconditioned gra-
dient G` for a different layer `. If there are more
layers than processes then one process computes
multiple preconditioned gradients as shown in Stage
3 of figure 1. Stage 4 and Stage 5 are respectively
the inverse computation stage and the matrix multi-
plication stage needed for equation 7. After stage 5
we distribute each G` to each process (AllGatherV)
to reach stage 6 where each process can now update
the parameters θ by using the preconditioned gra-
dients. In [OTU+18] they also use some methods
to speed up communication, use damping [MG15]
for the FIM to make training more stable as well as
learning rate schedules and momentum for K-FAC
to speed up convergence. These methods are not
explicitly explained here since they are not the main
contribution of this work and have been applied in
other settings as well.
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Figure 1: Different stages of distributed K-FAC [OTU+18]

5 Results

All of the presented results are taken from
[OTU+18] which obtained them by training ResNet-
50 [HZRS15] for ImageNet [DDS+09]. According to
figure 2 their results show that the optimal amount
of GPUs to use for their experimental setup is 64.
After that, the overhead for communication becomes
too large which causes a sharp increase in iteration
cost. They are able to achieve a really competi-

Figure 2: Time per iteration of K-FAC on ResNet-50
using different amount of GPUs [OTU+18]

tive validation accuracy of ≥ 75% using really large
batch sizes (BS) which none other first-order opti-
mization method is able to sustain. The respective
training curves with their learning rates and batch
sizes are shown in figure 3. If we compare the batch
sizes for other first-order based methods on the
same problem set we can see that the high valida-
tion accuracies (∼ 76%) achieved by those methods
commonly use batch sizes ≤ 32K [OTU+18].

6 Conclusion & Outlook

Generally, with the obtained results [OTU+18] was
able to show that parallelized second-order opti-
mization algorithms do in fact generalize relatively

Figure 3: Validation accuracy and learning rate
schedules on ResNet-50 [OTU+18]

similar to SGD approaches even for large mini-batch
sizes. This is a result which is new in its entirety
since first-order methods are thought of as having a
large edge over second-order alternatives. However,
their approach can still be improved by improving
the communication complexity as well as approxi-
mating the Kronecker-factors without loss of accu-
racy. For further improvements they mention that
each speed-up method for SGD which they applied
to their approach improved convergence similar to
the effect it has on SGD. This property opens up
the field for further improvements on second-order
optimization algorithms by the possibility of fur-
ther applying already known speed-up techniques
for first-order methods.
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Appendices
A FIM Approximation and Kronecker-product

This chapter fulfills the purpose to give a more intu-
itive and visual approach to the FIM approximation
as well as the Kronecker-product.

Figure 4 shows the Approximation of the FIM
used in K-FAC. This shows that the FIM gets block-
diagonalized with F` being the block matrix for
the FIM of layer `. In particular, the FIM of each
layer consists of the weights for that specific layer.
Each block gets then further approximated using
the Kronecker-factorization.

The Kronecker-factorization is visually shown in
figure 5. When we assume a white space corresponds
to 0, a black space corresponds to 1 and a grey space
corresponds to any other value between 0 and 1 the
resulting matrix has the shape of multiplying the
dimenstions of the two Kronecker-factors. This can
basically be thought of as arranging the product of
matrix B with each cell of matrix A in a new matrix.
Because matrix A has white diagonal elements the
resulting matrix also has white block-diagonal ele-
ments. Black elements in matrix A result in matrix
B being put in that position while grey elements
yield new alternated entries.

If we now take a look at the approximation pro-
cess for AlexNet [KSH12] in figure 6 which is a
common architecture for image classification we
can see the degree of computational improvement
this approach offers. AlexNet has 60, 000, 000 pa-
rameters which yields a Fisher information matrix
with shape Fθ ∈ R60,000,000×60,000,000 which needs
to be inverted in order to make one iteration in
updating the parameters when using the NGD up-
date rule. If we now take a look at the last block-
approximated diagonal block which corresponds to
the last AlexNet layer, we observe that it has the
shape F` ∈ R4,096,000×4,096,000 which can further

be approximated by two smaller matrices where
A`−1 ∈ R4,096×4,096 is the input to layer ` and
G` ∈ R1,000×1,000 is the output of layer `. The
fact that we don’t need to invert those enormous
matrices but these rather small matrices show how
much computational improvement this approach ac-
tually offers. Using this approximation for the FIM
is the main property which distinguishes K-FAC
from NGD and without it K-FAC wouldn’t perform
much different from regular NGD.
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Figure 4: Approximation of the FIM in K-FAC alternated from: [Osa18]

Figure 5: Kronecker Factorization visually explained: [Osa18]

Figure 6: Approximation Example of the FIM for AlexNet in K-FAC alternated from: [Osa18]
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